
Operations Research 

History of Operations Research 

The term Operation Research has its origin during the Second World War. The 

military management of  England called a team of scientists to study the strategic 

and tactical problems which could raise in air and land defence of the country. As 

the resources were limited and those need to be fully but properly utilized. The 

team did not involve actually in military operations like fight or attending war but 

the team kept off the war but studying and suggesting various operations related 

to war. 

What is Operations Research? 

Several definitions have been given 

• Operations research (abbreviated as OR hereafter) is a scientific method of 
providing executive departments with a quantitative basis for decisions 
regarding the operations under their control: Morse and Kimbal (1944) 

• OR is an analytical method of problem-solving and decision-making that is 
useful in the management of organizations. In operations research, 
problems are broken down into basic components and then solved in 
defined steps by mathematical analysis. 

• Operational Research (OR) is the use of advanced analytical techniques to 
improve decision making. It is sometimes known as Operations Research, 
Management Science or Industrial Engineering. People with skills in OR hold 
jobs in decision support, business analytics, marketing analysis and logistics 
planning – as well as jobs with OR in the title. 

• As such a number of definitions can be found in literature, you can express 
the term OR with the spirit mentioned in the literature. 

 

1.1 Introduction to Operations Research (OR) 
 



The term Operations Research (to be termed OR hereafter) describes the 
discipline that is focused on the application of information technology for 
informed decision-making. In other words, OR represents the study of optimal 
resource allocation. The goal of OR is to provide rational bases for decision 
making by seeking to understand and structure complex situations, and to utilise 
this understanding to predict system behaviour and improve system 
performance. Much of the actual work is conducted by using analytical and 
numerical techniques to develop and manipulate mathematical models of 
organisational systems that are composed of people, machines, and procedures.  
 

1.1.1 Brief History of Operations Research 
 

The term operations research (O.R.) was coined during World War II, when the 
British military management called upon a group of scientists together to apply a 
scientific approach in the study of military operations to win the battle. The main 
Objectives was to allocate scarce resources in an effective manner to various 
military operations and to the activities within each operation. The effectiveness 
of operations research in military, inspired other government departments and 
industries. 
 

1.1.2 Indian Context of Operations Research 
 

India used the techniques of operations research in the year of 1949 at 
Hyderabad. In Hyderabad, a unit for operations research was set up names 
Regional Research Institute. Later on, in 1953, another operations research unit 
was established at Calcutta for national planning and survey names Indian 
Statistical Institute. Various other Indian companies are using operations research 
techniques for solving their problems of advertising, quality control, 
transportations, planning and sales promotions. 
 

1.1.3 Definitions of Operations Research 

OR has been defined in various ways, however given below are a few opinions 
about the definition of OR which have been changed along-with the development 
of the subject.  
In 1946 Morse & Kimbel has defined O. R. as: 



 

“OR is a scientific method of providing executive departments with a quantitative 
basis for decision regarding the operations under their control.” 
In 1957, Churchmen Ackoff and Arnoff defined: 
 

“OR is the application of scientific methods, techniques and tools to problems 
involving the operations of systems so as to provide those in control of the 
operations with optimum solutions to the problem.” 
 

The operational research society of U.K. defines OR as: 
 

“Operational Research is the application of the methods of science to complex 
problems arising in the direction and management of large systems of men, 
machines, materials and money in industry, business, government and defence. 
The distinctive approach is to develop a scientific model of the system, 
incorporating measurements of factors, such as chance and risk, with which to 
compare the outcome of alternative decisions, strategies and controls. The 
purpose is to help management determine its policies and actions scientifically.” 
 

1.2 Phases of Operations Research 
 

Formulate the problem: This is the most important process; it is generally lengthy 

and time consuming. The activities that constitute this step are visits, 

observations, research, etc. With the help of such activities, the O.R. scientist gets 

sufficient information and support to proceed and is better prepared to formulate 

the problem. This process starts with understanding of the organisational climate, 

its Objectivess and expectations. Further, the alternative courses of action are 

discovered in this step. 

Models of Operations Research 

A model is a representation of the reality. It is an idealised representation or 
abstraction of a real life system. A model is helpful in decision making as it 



provides a simplified description of complexities and uncertainties of a problem in 
logical structure. 

Physical model:• It includes all forms of diagrams, graphs and charts. They are 
designed to deal with specific problems. They bring out significant factors and 
inter-relationship in pictorial firm so as to facilitate analysis. 

Mathematical model:• It is known as symbolic models also. It employs a set of 
mathematical symbols to represent the decision variable of the system. 

By nature of environment:• Deterministic model in which every thing is defined 
and the results are certain, for instance: EOQ model; and probabilistic models 
in which the input and output variables follow a probability distribution, for 
instance: Games Theory. 

By the extent of generality: • The two models belonging to this class are: general 

models can be applied in general and does not pertain to one problem only, for 

instance: Linear programming; and specific model is applicable under specific 

condition only, for instance: Sales response curve or equation as a function of 

advertising is applicable in the marketing function alone. 

Steps of Operations Research 

Following are the steps which are involved in solving any operations research 
model: 

 

Fig. 1.1 Steps involved in operations research 

 

Management Applications of Operations Research? 

 

• Finance budgeting and investment 



• Purchase, procure and exploration 

• Production management 

• Marketing 

• Personal management 

• Research and development 

 

Scopes of OR  

Agriculture: optimum allocation of land, crops, irrigation etc. 

Finance: maximize income, profit, minimize cost etc. 

In industries: Allocation of resources, assignment of problems to worthy 

employees etc. 

Personal management: To appoint best candidate, decide minimum employees 

to complete job etc. 

Production management: Determine number of units to produce 

to maximize profit, etc. 

------------------------------------------------------------------------------------------------------------- 

Linear Programming 

Introduction to Linear programming (LP) 

Linear programming is designed by George B. Dantzig in 1947 to solve 
optimisation problem where all the constraints and Objectives functions are in 
the form of linear function. Linear programming is a technique of making 
decisions under the conditions of certainty that is all Objectivess and constraints 
are quantified. 
Linear programming is the analysis of problems in which a linear function of a 
number of variables is to be optimised (maximise or minimised) when those 
variables are subject to a number of constraints in the mathematical linear 
inequalities. 
 



Requirements of linear programming problems (LPP) 

The common requirements of a LPP are as follows:  

• Decision Variables And Their Relationship  

• Well-Defined Objectives Function  

• Existence Of Alternative Courses Of Action  

• Non-Negative Conditions On Decision Variables  
 

Basic assumptions of LPP 

• Linearity: You need to express both the Objectives function and constraints 
as linear inequalities. 

• Deterministic: All co-efficient of decision variables in the Objectives and 
constraints expressions are known and finite. 

• Additive: The value of the Objectives function and the total sum of 
resources used must be equal to the sum of the contributions earned from 
each decision variable and the sum of resources used by decision variables 
respectively. 

• Divisibility: The solution of decision variables and resources can be non-
negative values including fractions. 

 

General Form of Linear Programming 

The LPP is a class of mathematical programming where the functions 

representing the Objectivess and the constraints are linear. Optimisation 

refers to the maximisation or minimisation of the Objectives functions. 

 

The general form of linear programming 
Maximise or Minimise: Z = c1  x1  + c2 x2 + + cn xn 
Subject to the constraints, 
a11  x1 + a12 x2 + ----- + a1n  xn  ~ b1 
a21  x1  + a22 x2 + ----- + a2n  xn  ~ b2 

am1  x1  + am2 x2 + ----- + amn xn ~ bm 
and x1  ≥ 0, x2 ≥ 0, -------------------- n ≥ 0 
Where cj, bi and aij (i = 1, 2, 3, ….. m, j = 1, 2, 3 --- n) are constants determined 
from the technology of  the 

problem and xj (j = 1, 2, 3       n) are the decision variables. Here ~ is either ≤ 

(less than), ≥ (greater than) or = 

(equal). Note that, in terms of the above formulation the coefficients cj, bi 



aij are interpreted physically as follows. If bi is the available amount of 

resources i, where aij is the amount of resource i that must be allocated to 

each unit of activity j, the “worth” per unit of activity is equal to cj. 
 

For instance: A milk distributor supplies milk in bottles to houses in three areas 

A, B, C in a city. His delivery charge per bottle is 30 paisa in area A; 40 paisa in 

area B and 50 paisa in area C. He has to spend on an average, 1 minute to supply 

one bottle in area A; 2 minutes per bottle in area B and 3 minutes per bottle in area 

C. He can spare only 2 hours 30 minutes for this milk distribution but not more 

than one hour 30 minutes for area A and B together. The maximum number of 

bottles he can deliver is 120. 

Find the number of bottles that he has to supply in each area so as to earn the 

maximum. Construct a mathematical model. 

Solution: The decision variables of the model can be defined as follows: 

x1 : Number of bottles of milk which the distributor supplies in Area A. x2 : 

Number of bottles of milk which the distributor supplies in Area B. x3 : Number of 

bottles of milk which the distributor supplies in Area C. 

The Objectives: 

 

 

Constraints: 

Maximum number of milk bottles is 120 that is x1+x2+x3 ≤120. 

Since he requires one minute per bottle in area A, 2 minutes per bottle in area B 

and 3 minutes per bottle in area C 

and he cannot spend more than 150 minutes for the work, 1.x1 + 2.x2 + 3.x3 ≤150 

Further, since he cannot spend more than 90 minutes for areas A and B. 1.x1+2.x2 

≤ 90. 



Non-negativity x1 ≥ 0, x2 ≥ 0. 

The problem can now be stated in the standard L.P. form as 

Maximise Z = 0.3x1 + 0.4x2 + 0.5x3 Subject to 

x1 + x2 + x3 ≤ 120 , x1 + 2x2 + 3x3 ≤ 150 , x1 + 2x2 ≤ 90 , and x1 ≥0, x2 ≥ 0 

Graphical method 

If we have clear Objectives function as well as associated constraints by 

formulating the linear programming model, our next step is to solve the problem 

and achieve the best possible optimal solution. Graphical method is one of the 

methods for solving linear programming problems. It includes the following steps: 

 

 

Important Terms 

• Solution: Value of decision variable of linear programming model are called 

solutions 

• Basic solution: A basic solution of a system of m equations and n 



variables (m < n) is a solution where at least n-m variables are zero 

• Feasible region: Any non-negative value of (x1, x2) (i.e.: x1 ≥ 0, x2 ≥ 

0) is a feasible solution of the LPP if it satisfies all the constraints. The 
collection of all feasible solutions is known as the feasible region. 

• Feasible solution: The solution which satisfies all the constraints of linear 

programming problems is called a 

feasible solution. 

• Basic feasible solution: A basic feasible solution of a system of m equations and 

n variables (m < n) is a solution 

where m variables are non-negative (≥0) and n-m variables are zero. 

• Optimal feasible solution: Any feasible solution that optimises the 

Objectives function is called an optimal feasible solution. 

• Degenerate solution: A basic solution is said to be degenerate if one or more 

basic variables become zero. 

• Infeasible solution: The solution which do not satisfy all the 

constraints of linear programming problem. 

• Convex: A set X is convex if for any points x1, x2 in X, the 

line segment joining these points is also in X. That is, x1, x2 
X, 0 ≤  ≤ 1 → x2 + (1-)x1  X 

By convention, a set containing only a single point is also a convex 
set. 

x2 + (1-)x1 (where 0 ≤  ≤ 1) is called a convex combination of x1 
and x2. 

A point x of a convex set X is said to be an extreme point if 
there does not exist x1, x2 X (x1 ≠ x2) such that x = x2 + 

(1-)x1 for some  with 0 <  < 1 

• Half plane: A linear inequality in two variables is known as a half 

plane. The corresponding equality or the line is known as the boundary 

of the half- plane. 

• Convex polygon: A convex polygon is a convex set formed by the inter-

section of finite number of closed 

half-planes. 

• Redundant constraint: A redundant constraint is a constraint which does not 

affect the feasible region. 



 

For instance: Solve the given LPP using the graphical method. Maximise Z = 50x1 + 

80x2 Subject to the constraints 

1.0x1  + 1.5x2  ≤ 600 

0.2 x1  + 0.2x2  ≤ 100 

0.0x1  + 0.1x2 ≤ 30 

and x1  ≥ 0, x2  ≥ 0 

Solution: The horizontal axis represents x1 and the vertical axis x2. Plot the constraint 

lines and mark the feasibility 

region as shown in the figure below: 

 
 

Fig. 2.1 Feasible region of two dimensional LPP 



 

Any point on the thick line or inside the shaded portion will satisfy all the 

restrictions of the problem. The ABCDE is the feasibility region carried out by the 

constraints operating on the Objectives function. This depicts the limits within 

which the values of the decision variables are permissible. 

The inter-section points C and D can be solved by the linear equations x2 = 30; x1 + 

1.5 x2 = 600, and 0.2x1 + 0.2x2 = 100 and x1 + 1.5x2 = 600 That is C (150, 300) and D 

(300, 180). 

The next step is to maximise revenues subject to the above shaded area. 

 

Table 2.1 Revenue at different corner points 
 
Mixed Constraint LP Problem 
 
For instance: By using graphical method, find the maximum and minimum values 
of the function Z = x – 3y where x and y are non-negative and subject to the 
following conditions: 
3x + 4y ≥19,  
2x – y ≤ 9  
2x + y ≤15 
x – y ≥ – 3 
 
Solution: You can start by writing the constraints (conditions) to be satisfied by x, 
y in the following standard (less 
than or equal) form: 
– 3x – 4y ≤ – 19 2x – y ≤ 9 
2x + y ≤  15 
– x + y ≤  3 
Consider the equations: 
– 3x – 4y = – 19, 2x – y = 9, 2x + y = 15, – x + y = 3, 
 



Both the above equations represent straight lines in the xy – plane. Denote the 

straight lines by L1, L2, L3 and L4 respectively. 

You can see the lines L1, L2, L3 and L4 form a quadrilateral ABCD lying in the first 

quadrant of the xy – plane. You can see that the region bounded by this 

quadrilateral is convex. 

 

 
 
 
 
 

Fig. 2.2 Feasible region of two dimensional LPP 

 
 
 



 
 
 
As such, the points (x, y) that lie within or on the boundary lines of this 

quadrilateral satisfy the inequalities x ≥ 0, y ≥ 0 and the constraints. The co-

ordinates of the vertices A, B, C, D of the quadrilateral are obtained by solving 

equations taking two at a time, you will find that A (1, 4), B (5, 1), C (6, 3), D (4, 7), 

hence the solution is 

Zat A(1, 4) = 1 – 3X4 = – 11  

Zat B(5, 1) = 5 – 3X1 = 2  

Zat C(6, 3) = 6 – 3X3 = – 3 

 Zat D(4, 7) = 4 – 3X7 = – 17 

 

Z is highest at the vertex B and minimum at the vertex D. The maximum value of Z 

is Zat B (5, 1) = 2, which corresponds to x = 5, y = 1, and the minimum values of Z 

is –17 at D (4, 7), which corresponds to x = 4, y = 7. 

Solved problem for unbound problem 

For instance: Solve the given LPP in the graphical method. Maximise Z = 2x1+3x2 

Subject to 

x1  – x2  ≤ 2 

x1 + x2 ≥ 4 and x1, x2 ≥ 0 

Solution: 

 
The intersection point A of the straight lines x1 – x2 = 2 and x1+x2 = 4 is A (3, 1). 
Here the solution space is unbounded. The vertices of the feasible region are A (3, 
1) and B (0, 4). Values of Objectives at these vertices 
 
 
 
 
 
 
 
 
 
 



 
 
 

 

 

Fig. 2.3 Feasible region of two dimensional LPP 

 
Z at A (3,1)  = 2X3+3X1 = 9  
Z at B (0, 4) = 2X0+4X3 = 12 
 
But there are points in the convex region for which Z will have much higher 
values. For example, E (10, 9) lies 
in the shaded region and the value of Z there is at 47. In fact, the maximum value 
of Z occurs at infinity. Thus the 
problem has unbounded solutions. 
 
 
 
 
 
 
 
 
 



 Simplex Method 

 
The simplex method focuses on solving LPP of any enormity involving two or more decision variables. 

Simplex method is the steps of algorithm until an optimal solution is reached. It is also known as 

iterative method. The simplex method simply selects the optimal solution amongst the set of feasible 

solutions of the problem. 

 

To solve a problem by the simplex method, follow the steps below: 

1. Introduce stack variables (Si’s) for “≤” type of constraint. 

2. Introduce surplus variables (Si’s) and artificial variables (Ai) for “≥” 

type of constraint. 

3. Introduce only Artificial variable for “=” type of constraint. 

4. Cost (Cj) of slack and surplus variables will be zero and that of 

artificial variable will be “M” 

5. Find Zj - Cj for each variable. 

6. Slack and artificial variables will form basic variable for the 

first simplex table. Surplus variable will never become basic 

variable for the first simplex table. 

7. Zj = sum of [cost of variable x its coefficients in the constraints – 

Profit or cost coefficient of the variable]. 

8. Select the most negative value of Zj - Cj. That column is called 

key column. The variable corresponding to the column will 

become basic variable for the next table. 

9. Divide the quantities by the corresponding values of the key 

column to get ratios; select the minimum ratio. This becomes 

the key row. The basic variable corresponding to this row will 

be replaced by the variable found in step 6. 

10. The element that lies both on key column and key row is called Pivotal 

element. 

11. Ratios with negative and “α” value are not considered for determining 

key row. 

12. Once an artificial variable is removed as basic variable, its column will 

be deleted from next iteration. 

13. For maximisation problems, decision variables coefficient will 

be same as in the Objectives function. For minimisation 



problems, decision variables coefficients will have opposite 

signs as compared to Objectives function. 

14. Values of artificial variables will always be – M for both maximisation 

and minimisation problems. 

15. The process is continued till all Zj - Cj ≥ 0. 

 

For instance: Solve the following linear programming problem using simplex 

method. 

Maximise z = x1+ 9x2 + x3, Subject to x1 + 2x2 + 3x3 ≤ 9, 3x1 + 2x2 + 2x3 ≤ 15 

x1, x2, x3 ≥ 0. 

Rewriting in the standard form 

Maximise z = x1 + 9x2 + x3 + 0.S1 + 0.S2 Subject to the conditions 

x1 + 2x2 + 3x3 + S1 = 9  

3x1 + 2x2 + 2x3 + S2 = 15  

x1, x2, x3, S1, S2 ≥ 0. 

Where S1 and S2 are the slack variables. 

Solution: The initial basic solution is S1 = 9, S2 = 15 

 Xo =  , Co =  

The initial simplex table is given below. 

 

 



Work column* – pivot element. 

S1 – outgoing variable, x2 incoming variable. 

Since the three Zj – Cj are negative, the solution is not optimal. Choose the 

maximum negative value that is – 9. The 

corresponding column vector x2 enters the basis replacing S1, since ratio is at 

minimum. You can use the elementary row operations to reduce the pivot 

element to 1 and other elements of work column to zero. 

First iteration – The variable x1 becomes a basic variable replacing S1 and you 

obtain the following table. 

 

 
 

Table 2.3 First iteration table 1 

Since all elements of the last row are non-negative, the optimal solution is 

obtained. The maximum value of the Objectives function Z is 81/2, achieved for x2 

= 9/2, S2 = 6, are the basic variables. All other variables are non- basic. 

------------------------------------------------------------------------------------------------------------- 

Project Scheduling and PERT-CPM 

Introduction to Project Scheduling 

Some projects can be defined as a collection of inter-related activities which must 

be completed in a specified time according to a specified sequence and require 

resources, such as personnel, money, materials, facilities and so on. For instance 



like the projects of construction of a bridge, a highway, a power plant, repair and 

maintenance of an oil refinery and so on. 

The growing complexities of today’s projects had demanded more systematic and 

more effective planning techniques with the Objectives of optimising the 

efficiency of executing the project. Efficiency here refers to effecting the utmost 

reduction in the time required to complete a project while ensuring optimum 

utilisation of the available resources. Project management has evolved as a new 

field with the development of two analytic techniques for planning, scheduling 

and controlling projects. These are the Critical Path Method (CPM) and the 

Project Evaluation and Review Technique (PERT). PERT and CPM are basically 

time-oriented methods in the sense that they both lead to the determination of a 

time schedule. 

PERT 

A PERT chart is a project management tool used to schedule, organise, and co-

ordinate tasks within a project. PERT stands for (Program Evaluation Review 

Technique), a methodology developed by the U.S. Navy in the 1950s to manage 

the Polaris submarine missile program. 

Some key points about PERT are as follows: 

• PERT was developed in connection with an R&D work. Therefore, it had to 

cope with the uncertainties that are associated with R&D activities. In 

PERT, the total project duration is regarded as a random variable. Therefore, 

associated probabilities are calculated so as to characterise it. 

• It is an event-oriented network because in the analysis of a network, 

emphasis is given on the important stages of completion of a task rather than 

the activities required to be performed to reach a particular event or task. 

• PERT is normally used for projects involving activities of non-repetitive 

nature in which time estimates are uncertain. 

• It helps in pinpointing critical areas in a project so that necessary adjustment 

can be made to meet the scheduled completion date of the project. 
 

 



CPM 
 

The Critical Path Method (CPM) is one of several related techniques for doing 

project planning. CPM is for projects that are made up of a number of individual 

“activities.” If some of the activities require other activities to finish before they 

can start, then the project becomes a complex web of activities. Some key points 

about PERT are as follows: 

• CPM was developed in connection with a construction project, which 

consisted of routine tasks whose resource requirements and duration were 

known with certainty. Therefore, it is basically deterministic. 

• CPM is suitable for establishing a trade-off for optimum balancing between 

schedule time and cost of the project. 

• CPM is used for projects involving activities of repetitive nature. 

 

 Project Scheduling by PERT-CPM 

It consists of three basic phases namely: 

• planning 

• scheduling 

• controlling 

 

Project Planning: In this phase following activities are performed: 

• Identify various tasks or work elements to be performed in the project. 

• Determine requirement of resources, such as men, materials, and machines, 

for carrying out activities listed above 

• Estimate costs and time for various activities 

• Specify the inter-relationship among various activities 

• Develop a network diagram showing the sequential inter-relationships 

between the various activities 

 

Project Scheduling: Once the planning phase is over, scheduling of the project 

starts where each of the activities required to be performed, is taken up. The 

various steps involved during this phase are listed below: 



• Estimate the durations of activities. Take into account the resources required 

for these execution in the most economic manner 

• Based on the above time estimates, a time chart showing the start and finish 

times for each activity is prepared.Use the time chart for the following 

exercises: 

a. To calculate the total project duration by applying network analysis 

techniques, such as forward (backward) pass and floats calculation. 

b. To identify the critical path 

c. To carry out resource smoothing (or levelling) exercises for critical or 

scarce resources including re-costing of the schedule taking into 

account resource constraints 

 

Project Control: Project control refers to comparing the actual progress against 

the estimated schedule. If significant differences are observed then you need to 

re-schedule the project to update or revise the uncompleted part of the project. 

 

PERT/CPM Network Components and Precedence Relationship 

PERT/CPM Network Components and Precedence Relationship PERT/CPM 

networks consist of two major components as discussed below: 

Events: An event represents a point in time that signifies the completion of some 

activities and the beginning of new ones. The beginning and end points of an 

activity are thus described by 2 events usually known as the tail and head events. 

Events are commonly represented by circles (nodes) in the network diagram. 

They do not consume time and resource. 

Activities: Activities of the network represent project operations or tasks to be 

conducted. An arrow is commonly used to represent an activity, with its head 

indicating the direction of progress in the project. Activities originating from a 

certain event cannot start until the activities terminating at the same event have 

been completed. They consume time and resource. 

Events in the network diagram are identified by numbers. Numbers are given to 

events such that the arrow head number is greater than the arrow tail number. 



Activities are identified by the numbers of their starting (tail) event and ending 

(head) event. 

In Fig. 7.1 the arrow (P.Q) extended between two events represents the activity. 

The tail event P represents the start of the activity and the head event Q 

represents the completion of the activity. 

 
 

Fig. 7.1 Basic PERT-CPM network 

 

Fig. 7.2 is example of another PERT-CPM network with activities (1, 3), (2, 3) and 

(3, 4). As the figure indicates, 

activities (1, 3) and (2, 3) need to be completed before activity (3, 4) starts. 

 

 
Fig. 7.2 A PERT-CPM network 

 

The rules for constructing the arrow diagram are as follows: 

• Each activity is represented by one and only one arrow in the network 

• No two activities can be identified by the same head and tail events 

• To ensure the correct precedence relationship in the arrow diagram, we need to 

answer the following points as we add every activity to the network: 



 What activities must be completed immediately before these activity can start 

 What activities must follow this activity 

 What activity must occur concurrently with this activity 

 
This rule is self-explanatory. It actually allows for checking (and rechecking) the 

precedence relationships as one progresses in the development of the network. 

For instance: Construct the arrow diagram comprising activities A, B, C ……..and L 

such that the following relationships are satisfied: 

1) A, B and C the first activities of the project, can start simultaneously. 

2) A and B precede D. 

3) B precedes E, F and H. 

4) F and C precede G. 

5) E and H precede I and J. 

6) C, D, F and J precede K. 

7) K precedes L. 

8) I, G and L are the terminal activities of the project. 

Solution: 

 

 



Note: A dummy activity in a project network analysis has zero duration. 

Critical Path Calculations 

The application of PERT/CPM should ultimately yield a schedule specifying the 

start and completion time of each activity. The arrow diagram is the first step 

towards achieving that goal. The start and completion timings are calculated 

directly on the arrow diagrams using simple arithmetic. The end result is to 

classify the activities as critical or non-critical. 

An activity is said to be critical if a delay in the start of the course makes a delay in 

the completion time of the entire project. 

A non-critical activity is such that the time between its earliest start and its latest 

completion time is longer than its actual duration. A non-critical activity is said to 

have a slack or float time. 

Determination of the Critical Path 

A critical path defines a chain of critical activities that connects the start and end 

events of the arrow diagram. In other words, the critical path identifies all the 

critical activities of a project. 

The critical path calculations are done in two phases: 

1. The first phase is called the Forward Pass. In this phase all calculations 

begin from the start node and move to the end node. At each node a number 

is computed representing the earliest occurrence time of the corresponding 

event. These numbers are shown in squares. Here we note the number of 

heads joining the event. We take the maximum earliest timing through these 

heads. 

2. The second phase is called the Backwards Pass. It begins calculations from 

the “end” node and moves to the “start” node. The number computed at each 

node is shown in a triangle  near the end point, which represents the latest 

occurrence time of the corresponding event. In backward pass, we see the 

number of tails and take minimum value through these tails. 
 

Let ESi be the earliest start time of all the activities emanating from event i. Then 

ESi represents the earliest occurrence time of event i. 



If i = 1 is the “start” event then conventionally for the critical path calculations, ESi 

= 0. Let Dij be the duration of the activity (i, j). 

Then the forward pass calculations for all defined (i, j) activities with ESi=0 is given 

by the formula: 

 

Therefore, to compute ESj for event j, we need to first compute ESi for the tail 

events of all the incoming activities (i, j). 

With the computation of all ESj, the forward pass calculations are completed. The 

backward pass starts from the “end” event. The Objectives of the backward pass 

phase is to calculate LCi, the latest completion time for all the activities coming 

into the event i. 

Thus, if i = n is the end event, LCn = ESn initiates the backward pass. 

In general for any node i, we can calculate the backward pass for all defined 

activities using the formula: 

 

 
We can now identify the critical path activities using the results of the forward 

and backward passes. An activity (i,j) lies on the critical path if it satisfies the 

following conditions: 

A. ESi  = LCi 
B. ESj  = LCj 
C. ESj-ESi = LCj-LCi = Dij 

These conditions actually indicate that there is no float or slack time between the 

earliest stand and the latest start of the activity. Thus, the activity must be critical. 

Thus, the activity must be critical. In the arrow diagram these are characterised by 

same numbers within rectangles and triangles at each of the head and tail events. 

The difference between the numbers in rectangles or triangles at the head event 



and the number within rectangles or triangles at the tail event is equal to the 

duration of the activity. Thus, we will get a critical path, which is a chain of 

connected activities, spanning the network from start to end. For instance: 

Consider a network which stands from node 1 and terminates at node 6, the time 

required to perform each activity is indicated on the arrows. 

 

 
 
 
 

Fig. 7.3 Analysis work 

 

Solution: Let us start with forward pass with ESi = 0. 

Since there is only one incoming activity (1, 2) to event 2 with D12 = 3.  

ES2 = ES1+ DS2 = 0+3=3. 

Let us consider the end 3, since there is only one incoming activity (2, 3) to event 

3, with D23 = 3. 



ES3 = ES2+ D23 = 3+3 = 6. 

To obtain ES4, since there are two activities A (3, 4) and (2, 4) to the event 4 with 

D24 = 2 and D34 = 0.  

ES4= maxi=2, 3 {ESi + De4} 

= max {ES2  +D24, ES3  + D34} 

= max {3+2, 6+0} = 6 

Similarly, ES5 = 13 and ES6 = 19. This completes the first phase. In the second 

phase we have LC6= 19 = ES6 

LC5 = 19-6 = 13 

LC4= min J = 5, 6 {LCj – D4j} = 6  

LCs = 6, LC2 = 3 and LC1 = 0 

• Therefore, activities (1, 2), (2, 3) (3, 4) (4, 5) (5, 6) are critical and (2, 4) (4, 

6), (3, 6), are non-critical. 

• Thus, the activities (1, 2), (2, 3), (3, 4), (4, 5) and (5, 6) define the critical 

path which is the shortest possible time to complete the project. 

 

Determination of Floats 

Following the determination of the critical path, we need to compute the floats 

for the non-critical activities. For the critical activities this float is zero. Before 

showing how floats are determined, it is necessary to define two new times that 

are associated with each activity. These are as follows: 

• Latest Start (LS) time and 

• Earliest Completion (EC) time 

We can define activity (i, j) for these two types of time by 

LSij= LCj – Dij  



ECij = ESi + Dij 

There are two important types of floats namely: 

• Total Float (TF) 

• Free Float (FF) 

 

The total float TFij for activity (i, j) is the difference between the maximum time 

available to perform the activity (= LCj – ESi) and its duration (= Dij) 

TFij = LCj – ESi– Dij = LCj – ECij = LSij – ESi 

The free float is defined by assuming that all the activities start as early as 

possible. In this case FFij for activity (i,j) is the excess of available time (= ESi – ESi) 

over its deviation (= Dij); that is, FFij = ESi – ESi = Dij 

Note 

For critical activities float is zero. Therefore, the free float must be zero when the 

total float is zero. However, the converse is not true, that is, a non-critical activity 

may have zero free floats. 

Let us consider the example taken before the critical path calculations. The floats 

for the non-critical activities can be summarised as shown in the following table: 



 

Table 7.1 Float for non-critical activities 

Total float = ESij = LFij - ESij 

Free float = Total float - - Head slack 

For instance: A project consists of a series of tasks A, B, C, – D, – E, F, G, H, I with 

the following relationships: 

• W < X,Y means X and Y cannot starts until W is completed 

• X,Y < W means W cannot start until both X and Y are completed 

With this notation construct the network diagram having the following 

constraints A < D, E; B, D < F; C < G, B < H; F, G < I. 

Also find the minimum time of completion of the project, the critical path, and 

the total floats of each task, when the time (in days) of completion of each task is 

as follows: 

 



Task A B C D E F G H I 

Time 23 8 20 16 24 18 19 4 10 

 

Solution: 

 

 

Fig. Analysis table 

 
 

ES1 = 0, ES2 = 20, ES3 = 23, ES4 = 59, ES5 = 39, ES6 = 57, ES7 = 67 

 
 
 
 
 
 
 



Table 7.2 Activity table 
 

  Critical path is 1 – 3 – 4 – 6 – 7. 
 

Project Management – PERT 

The analysis in CPM does not take in the cases where time estimates for the 

different activities are probabilistic. It 

also does not consider explicitly the cost of schedules. Here we will consider both 

probability and cost aspects in project scheduling. 

Probability considerations are incorporated in project scheduling by assuming 

that the time estimate for each activity is based on 3 different values. They are as 

follows: 



a = the optimistic time, which will be required if the execution of the project goes 

extremely well. b = the pessimistic time, which will be required if everything goes 

bad. 

m = the most likely time, which will be required if execution is normal. 

The most likely estimate m need not coincide with the mid-point of a and b. 

Then the expected duration of each activity D can 

be obtained as the mean   and 2m. Therefore, 

 

 

 

 

 

We can use this estimate to study the single estimate D in the critical path 

calculation. 

The variance of each activity denoted by V is defined by, 

 

 

The earliest expected times for the node i is denoted by E(i). For each 

node i, E(i) is obtained by taking the sum of expected times of all 

activities leading to the node i, when more than one activity leads to a 

node i, then the greatest of all E(i) is chosen. Let i be the earliest 

occurrence time of the event i, we can consider i as a random variable. 

Assuming that all activities of the network are statistically independent, 

we can calculate the mean and the variance of i as follows: 

 

 

Where, k defines the activities along the largest path leading to i. 

For the latest expected time, we consider the last node. Now for each 

path move backwards and substitute the Dij for each activity (i, j). 

Thus we have, 



 

 

if only one path events from j to i or if it is the minimum of {E[Lj – Dij] for all j 

for which the activities (i, j) is 

defined. 

 

Note: The probability distribution of times for completing an event can 

be approximated by the normal distribution due to central limit 

theorem. 

 

Since i represents the earliest occurrence time, event will meet a certain 

schedule time STi (specified by an analyst) 

with probability 

 

 

 

Where, 

 

It is a common practice to compute the probability that event i will occur 
no later than its LCe. Such probability will represent the chance that the 

succeeding events will occur within the (ESe, LCe) duration. 

For instance: A project is represented by the network shown below and has the 

following data. 



 

 

Fig. 7.5 Analysis network 

 

 

Table 7.3 Data table 

 

Determine the following: 

a) Expected task time and their variance 

b) The earliest and latest expected times to reach each event 

c) The critical path 

d) The probability of an event occurring at the proposed completion data if 

the original contract time of completing the project is 41.5 weeks. 

e) The duration of the project that will have 96% chances of being completed. 

 

Solution: Using the formula we can calculate expected activity times and 

variance in the following table 

 

 

A) 



 

 

  Earliest and latest expected time for event 

Forward Pass: 

E1 = 0 E2 = 7.8 E3 = 20 E4 = 33 E5 = 25-8 E6 = 29 E7 = 42.8 

 

Backward Pass: 

L7 = 42.8 L6 = 38.8 L5 = 34.8 L4 = 33.0 L3 = 29.8 L2 = 16.8 L1 = 0. 

The E-values and L-values are shown in figure 7.6 

 

 



Fig. Network analysis 

 

B) The E-values and L-values are shown in figure. The critical path is shown by 

thick line in the figure. The critical 

path is 1-4-7 and the earliest completion time for the project is 42.8 weeks. 

 

C) The last event 7 will occur only after 42.8 weeks. For this we require 

only the duration of critical activities. This will help us in calculating 

the standard duration of the last event. 

 

Expected length of critical path = 33 + 9.8 = 42.8  

Variance of article path length = 5.429 + 0.694 = 6.123  

Probability of meeting the schedule time is given by (From normal distribution 

table) 

 

Thus, the probability that the project can be completed 

in less than or equal to 41.5 weeks is 0.30. In other 

words probability that the project will get delayed 

beyond 41.5 weeks is 0.70. 
 

D) Given that P (Z ≤ Ki) = 0.95. But Z0.9S = 1.6 u, from normal distribution table 

 

Then 1.6 u 
 
 

 

S
ji 
= 1.64 X 2.47 + 42.8 = 46.85 weeks. 

 

 

 

 



It has been discovered that every LPP has been associated with another 
LPP. One of these LPP is called Prime while the other LPP will be called 
Dual. Sometimes, the solution to a dual is easier than the primal so it is 
better to convert at that time primal into its dual. 

 
Primal LPP 

Suppose following LPP is given Max  Zx =3x1+ 5x2 subject to 

x1 <=4; x2 <=6; 3 x1 + 2 x2 <=18; and x1, x2 >=0 

Its corresponding dual will be as follows 

Dual LPP 

 

Min Zw = 4w1 + 6 w2 + 18 w3 subject to 

w1 +3 w3 >=3; w2 + 2w3 >=5; and w1,w2,w3 >=0 

Matrix Form of Primal and Dual Suppose the matrix for LPP is 

Min Zx = Cx (Primal objective function), C €Rn
 

Subject to AX<=b, b €Rn Where A is an mXn real matrix 

Dual of above LPP will be 

Minimize zw =bTw, b €Rn Subject to 

Atw>=cT, C €Rn 

Where w=(w1,w2,..wm) and AT, bT,cT are the transpose of A, B and C 



 


